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About me 

I am a Ph.D. student majoring in Computer Science and Engineering at Seoul National University 
(SNU), advised by Prof. U Kang in Data Mining Laboratory. My research interests include machine 
learning, tensor analysis, and anomaly detection. 

Research vision and current work 

My research lies at the intersection of machine learning and large-scale tensor analysis. I develop 
algorithms that make high-dimensional data representations both faster and more interpretable, with 
particular emphasis on streaming and irregular tensors common in web-scale applications. Recent 
projects include 

• Partial Fourier Transform: a linear-time Fourier transform that accelerates spectral 
anomaly detection by × 20 over prior art. 

• Data-Axis Transformer with Multi-Level Contexts: the first end-to-end architecture that 
models inter-stock dependencies across markets for price-movement prediction. 

• PuzzleTensor: a method-agnostic transformation that reduces the target rank of arbitrary 
tensors while preserving reconstruction fidelity. 
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